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Abstract - Python has a rich set of libraries available for 
extracting the digital contents that are spread across the 
internet. Among the available libraries, the following 
three libraries are popularly deployed for the purpose: 
they are BeautifulSoup, LXml and RegEx. A statistical 
study carried out over the scattered available data set 
shows that RegEx is capable of delivering the answer on 
an average of 153.7 ms. Still, RegEx has the inherent 
drawback of having limited rule extraction when it 
comes for the web page with more inner tags. Because 
of this demerit RegEx is termed as capable of 
performing only moderately complex contexts. 
Nevertheless the other libraries BeautifulS oup and 
LXml are capable of extracting web content under 
critical environment yielding the response rate of 458.68 
ms and 202.96 ms respectively. Also, these two libraries 
are based on the DOM model proving to be the scalable 
libraries. The modern content grading system [1] 
specifically developed for the regional languages 
available in social media are mostly influenced by the 
web scrappers. This survey justifies the overwhelming 
performance of RegEx under differing scenarios. 

Keywords: Hypertext Markup Language (HTML), 
Document Object Model (DOM), Digital content Scraping  

I. INTRODUCTION 

A recent study shows that the internet is constantly 

thronged with multifold of data. Among them, the 

social media platforms contribute to the majority of 

these data. Always it is a concern for the researchers 

contents. To evade this, a technique 

called web scraping [2] is deployed to pull out the 

content of interest from the digital platform. Web 

scraping also takes in to account the data that are 

shared in real-time by means of chatting and live 

streaming [3]. In this article, it is carefully analyzed, 

how the digital content is pulled-out from the digital 

platforms. Python along with its rich set of utility 

libraries is considered for the survey in web scraping. 

The technique of Web scraping is derived from the 

following three models and is evolving over time: 

DOM (Document Object Model) [4], Java API 

Wrapper based Methods [5] and SVM based 

classifiers [6]. Java API based wrappers are the actual 

programs written from scratch for content 

segregation. DOM is the model, as well as the 

architecture consisting of the utility structures, 

sophisticated tags and the contributing attributes of 

the HyperText Markup Language (HTML). Support 

Vector Machine (SVM) based models have vastly 

available algorithms in the form of API for 

classification even in n -dimensional paradigms.  

In this article, a detailed analysis is made by keeping 

the following as the metrics for evaluation: a minimal 

gap in classification, Minimum response time and 

less processing cycle consumption. In this article the 

purpose of web scraping is compared and correlated 

among the RegEx, BeautifulSoup [7] and LXml [8], 

where the later two are derived from the DOM 

architecture and are scalable. The distant vector 

metric machine learning approach [9] with the 

capability of n-dimensional space parameter 

classification for the above-mentioned metrics yields 

and assigns a maximal proportionate ratio to the 

single parameter classification considering the 

response time alone.  

II. WEB SCRAPING STAGES IN THE DOM 

ARCHITECTURE 

The Modern DOM models even have the capability 

of producing the alternate trees based on the 

thesaurus or lexicon. The familiar DOM tags in mark 

up languages are <h1>, <div>, <Span> and the 

associated classes of the <Span> tag. A rubric 

developed for a web page is reusable in the sense it 

can be effectively applied for the subsequent web 

pages as well if they share the same semantics.  

The relationship between HTML tags and DOM 

architecture based debuggers is shown in figure1 

(Source: Mozilla Firefox 79.0  32 bit / Debugger 

console). 
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Fig 1: Web Browser with Debugger mode enabled (mapping DOM and Tag)  

III. CONTENT EXTRACTION USING PYTHON 

LIBRARIES 

In this article, the following three aspects of social 

media content extraction are taken in to account: 

Regular Expression, BeautifulSoup and LXml. 

Content extractions are executed on the web pages 

with the matching pattern. Once the extraction phase 

is over, the matching pattern along with the 

operational metadata are recorded in the dataset 

either as a new entry or as an updated entry in the 

existing dataset.  

A. Regular Expression 

Regular Expressions are (sometimes referred to as 

RegEx[10]) the pattern that needs to be searched in 

the digital content of interest. In python, a library 

matching task.  

The following is the code to perform the extraction in 

the <h2> tag along with its class name. The digital 

data can be pulled out from the markup language 

either by applying it over the whole document or the 

partly available content. The partly available content 

is called as the privileged content.  

def pattern_match(str): 

return str.replace(  

) .

 

def separate_element(input): 

 

In the above code, two functions namely 

for web scraping. Each of the functions accepts a 

parameter. The separate_element() function accepts 

an input from the user normally a patter to be parsed 

in the digital content. This parameter is then passed 

to another function pattern_match(), which uses the 

method replace() to find out the pattern. Once the 

pattern is found out the result is then forwarded to the 

code written below for grouping the records of the 

findings. 

def group(DOC, str): 

answer = re.search(pattern_match(str), 

DOC, re.DOTALL)) 

  

if answer: 

  return answer.group(1) 

 else: 

   

B. BeautifulSoup 

BeautifulSoup is an open-source library provided 

along with python. It has the default architecture 

binding capability with that of DOM. This library 

operates in the following stages to perform web 

scraping.  

Proceedings of the International Conference on Smart Electronics and Communication (ICOSEC 2020)
DVD Part Number: CFP20V90-DVD; ISBN: 978-1-7281-5460-2

978-1-7281-5461-9/20/$31.00 ©2020 IEEE 364



The first stage collects the list of repositories [11] 

-repositories-

property focuses on the div components and its 

location is marked along with its binding and spread 

in the entire document of interest. 

In the second stage, the relevant information of each 

of the DOM components scrapped in the first stage is 

taken for investigation. Relevance information 12] 

in turn is a list that is getting populated dynamically. 

The list segregates the sections as it appears in the 

relevance DOM model. 

 

In the third stage, the location-specific information of 

the repository and the associated links are stored. The 

associated links are referred to in the mark-up 

language using the <href> tag. 

 

The fourth stage prepares a documented repository 

description 13], thereby makes the further pattern 

matching easy and is reusable. 

 

The fifth stage encodes the scrapped digital contents 

with a specific language. The following code 

demonstrates all these stages concisely. 

 

def scrap_all(DOC, str, BS): 

 ANS = BeautifulSoup(DOC, BS) 

 Soup.find_all(res.append(res.decod

 

 For item in ANS: 

 Tag = tag + ANS.append(format( )) 

Return Tag 

 

from bs4 import BeautifulSoup 

 

def Init_BS(DOC, Parser): 

soup = BeautifulSoup(page.content, 

'html.parser') 

for item in list(soup.children) 

Tag = Tag + list(soup.children)[2] 

   return Tag 

 

accepts three parameters namely document to be 

parsed, the pattern to be looked after and the type of 

RegEx extension. The first line in the function 

initiates the document extraction using the 

BeautifulSoup() constructor using the default 

parameters. 

 

 After initialization, a search_all() method is called 

alongside of the soup property. The answers are 

stored in a default buffer unless and until specified 

explicitly. From the buffer, iteratively the tag 

component is getting updated. Finally, the updated 

tag component is returned.  

C. Lxml 

Lxml is a stand-alone content scraping library which 

looks the document of interest as a chunk. Chunking 

is the mechanism used for linking the stranded 

associations in the digital content. Chunking is a 

novel approach used for identifying the weakly 

linked and strongly linked components. This makes 

the extraction process simple when the document is 

of highly inward in nature. Inward document 

normally contains multiple recursive links making 

the other parsers to stammer a lot in the extraction 

process. Xpath[14]  is a content extraction tree, 

which is found to be useful in the Lxml parsing.  

 

should be imported from the Lxml package. StringIO 

is another module to be imported for the process. The 

first step is to initialize the Xpath process. Once 

Xpath succeeds the actual extraction is started. The 

following depicts the Lxml way of scraping. 

 

def Init_Xpath(str, tagname):  

   base = etree.fromstri  

  

 for item in base.keys(): 

   

 return tag 

 

The above code accepts two arguments and populates 

the base dictionary though the etree module and the 

method fromstring(). Iterative the pattern is instated 

upon the tag and the same is returned after the 

exhaustion of the loop.  

 

from Lxml import etree 

 

def scrap_all(DOC, str): 

 base = etree.parse(io.stringio(DOC), LX)  

 temp = Xpath(str) 

 for item in temp: 

lst1.append(etree.tostring(item, 

 

 return lst1 

 

The above imports the etree module. The function 

scrap_all() generates the parse tree and the same is 

searched using the Xpath. The results are stored in 

the list called lst.  

 
IV. COMPARISON AND CORRELATION OF THE 

PYTHON LIBRARIES 

All the above codes which are intended for the same 

purpose is executed in the presence of time.clock() 

method. The outcome is documented and is taken for 

the analysis. This method returns the floating point as 
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the outcome. This is a win32 method based on 

QueryPerformanceCounter [15]. 

 

A database and a referral document are made 

available in the offline status. The document is 

chosen such that it consists of average to medium 

patterns. The result is summarized below for each of 

the scrapping libraries. 

 

Quantitative characteristics of the Input workspace: 

Total number of words: 15,026 

Complexity of the document: Average, Best and 

worst case complexity 

 

Table 1 shows the metric and their proportionate 

weights in the evaluation of the response time 

considering the document complexity ranging from 

worst to best case. 

 

 

TABLE 1  proportionate Metric & weights 

 

Document 
Complexity

/Metric 
Type of 
parsers 

Initializer
s 

Scrappin
g method 

Weight
s 

Worst case     0.05556 

Average 
case     0.01389 

Best case     0.00347 

 

Table 2, below shows the response time taken by the 

individual models of discussion in worst case 

complexity scenario. Worst case scenario tests the 

response time with maximal erroneous pattern and 

maximally stretched inherently looping patterns as 

well as the mixture of different regional language 

words. 

TABLE 2  Worst  case - RegEx vs BeautifulSoup vs Lxml 

Q ualitative / 
Q uantitave  Method Time (ms) 

Type of Parsers RegEx BeautifulSoup Lxml RegEx BeautifulSoup Lxml 

Initializers Pattern_match() Init_BS() Init_Xpath() 371.11 872.91 87.30 

Scrapping method Separate_element() Scrap_all() Scrap_all() 581.93 371.03 321.05 

Total time (ms) 953.04 1243.94 408.35 

 

Table 3 below shows the response time taken by the 

individual models of discussion in average case 

complexity scenario. Average case scenario tests the 

response time with minimally occurring erroneous 

pattern and less number of stretched inherently 

looping patterns. 

 
TABLE 3  Average case - RegEx vs. BeautifulSoup vs. Lxml 

Q ualitative / 
Q uantitave  Method Time (ms) 

Type of Parsers RegEx BeautifulSoup Lxml RegEx BeautifulSoup Lxml 

Initializers Pattern_match() Init_BS() Init_Xpath() 165.71 807.01 56.71 

Scrapping method Separate_element() Scrap_all() Scrap_all() 233.03 512.72 163.2 

Total time (ms) 398.74 1319.73 219.91 

 

Table 4,  below shows the response time taken by the 

individual models of discussion in best case 

complexity scenario. Best case scenario tests the 

response time with minimally or no occurring 

erroneous pattern and less or no inherently looping 

patterns. 

 
TABLE 4  Best case - RegEx vs. BeautifulSoup vs. Lxml 

Q ualitative / 
Q uantitave  Method Time (ms) 

Type of Parsers RegEx BeautifulSoup Lxml RegEx BeautifulSoup Lxml 
Initializers Pattern_match() Init_BS() Init_Xpath() 56.17 321.01 50.13 

Scrapping method Separate_element() Scrap_all() Scrap_all() 97.53 137.67 152.83 

Total time (ms) 153.7 458.68 202.96 
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From the above results it is evident that chosen a 

document with moderate matching patterns, the 

RegEx is extremely faster considering all the cases. 

The line chart is obtained from Microsoft Excel. The 

blue line, firebrick line, yellow green line 

corresponds to the response times of RegEx, 

BeautifulSoup and LXml respectively. 

 
CONCLUSION 

 
In this study, a dataset consisting of 15,026 words is 

taken for the analysis. Among the various available 

 stable release 

2020.1.2 (Build: 201.7846.105) / 25 June 2020 

developed by JetBrains under the license of Apache® 

Inc. The experiment is carried over all the three 

scrapping libraries in python namely RegEx, 

BeautifulSoup and Lxml. The document dataset is 

flexed from best case complex patterns to worst case 

complex patterns through average case complex 

patterns.  

 

The pattern is inflected to ensure the durability of the 

scrappers in all circumstances. The pattern tuning is 

exhibited manually by way of changing the 

grammatical pattern of the sentences as well as the 

replacement of high degree, rarely used thesaurus 

words. The outcome of each of the cases is recorded 

through a python time lapse method called 

time.clock() under the same hardware platform 

without changing or tuning any of the application 

software.  

 

From the tables, it is evident that RegEx is capable of 

delivering good throughput in pattern matching and 

scrapping. Further, this study has to be carried out to 

check the accuracy of these three scrappers along 

with other metrics like dynamism in the content, 

originality of the content. 
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