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ABSTRACT

Teaching and learning are increasingly taking advantage of the rapid growth in Internet resources, open 
content, mobile technologies and social media platforms. However, due to the generally unstructured 
nature and overwhelming quantity of learning content, effective learning remains challenging. In an 
effort to close this gap, the authors designed and built an Open Content Social Learning (OCSL) system 
that compares different pedagogical strategies and algorithms intended to improve learning. Their 
results have shown increased effectiveness when recommending learning activities in a pedagogically 
appropriate order based on learning goals, historical learning preferences, and behaviors from other 
learners who had similar goals.
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1. INTRODUCTION

Computer-aided instruction (CAI) has evolved from its humble origins to the level of Massive Open 
Online Courses (MOOC). And the Internet and the entire World Wide Web (WWW) constitute the 
largest and most comprehensive knowledge base in the history of the world. Learners are living through 
an information explosion (Chiou & Shih, 2015). Rai & Chunrao (2015) states that “In recent years, 
MOOCs have attracted millions of learners around the world, through various MOOC providers, 
such as edX, Coursera, and Udacity. MOOCs allow millions of learners to enroll in courses form 
reputed universities around the world, such as Harvard University, Stanford University, Massachusetts 
Institute of Technology (MIT), and University of California at Berkeley (UCB). Outside of MOOCs, 
professors are creating and releasing their own content using tools such as Slideshare and YouTube.” 
Every day, millions of learners make use of free, open online tools and resources (MacDonald, 2015) 
to create open learning content.

Open Educational Resources (OERs) are teaching and learning materials that anyone can use and 
share freely, without charge. Since first being coined by UNESCO in 2002, the term Open Educational 
Resources has evolved to meet the fast pace of the change and the diverse contexts in which it has 
now been used (Bossu, Bull, & Brown, 2012). The worldwide OER movement is rooted in the idea 
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of high quality education at no cost. The Cape Town Declaration (2007) states that “Educators 
worldwide are developing a vast pool of educational resources on the Internet, open and free for all 
to use. These educators are creating a world where each and every person on earth can access and 
contribute to the sum of all human knowledge. They are also planting the seeds of a new pedagogy 
where educators and learners create, shape and evolve knowledge together, deepening their skills 
and understanding as they go.”

Open content learning resources such as MIT’s OpenCourseWare project (OCW), TED videos, 
Khan Academy, YouTube videos, and the MERLOT(Malloy & Hanley 2001; Hanley 2015) project are 
a few examples of systems through which millions of learners learn on the web every day. However, 
the research on MOOCs shows that although thousands of people may register for a course, the number 
of students who complete the course successfully is generally much lower. Recent literature shows 
that although millions of people may register for MOOCs, completion rates vary from 0.7% to 52.1%, 
with a median value of 12.6% (Jordan, 2015). At Harvard University, the completion rate for the 
MOOC course CS50 is slightly below 1%. In contrast, 703 out of 706 students (99.6%) “Completed” 
CS50 on campus, the same course offered by the same lecturer (Parr, 2013). This is due to the lack 
of focus, engagement, motivation, and individual attention in those MOOC courses (Banerjee & 
Duflo, 2014; Rai & Chunrao, 2016). It’s because of the lack of finding the right content, ability to 
collaborate with fellow learners, focus, and motivation. Hence, it is necessary both to provide the 
learners with appropriate information and knowledge resources and to make it easier for learners to 
engage, motivate, and collaborate with fellow learners.

Open learning enables learners to be self-determined and interest-guided. One of the challenges 
of open learning is, while the open content grows in popularity and we witness the proliferation of 
repositories and portals for Open Educational Resources(OER) content, it becomes more difficult for 
potential users to find the content and engage in learning (Caswell, Henson, Jensen, & Wiley, 2008). 
The power in OER is not in their production; it is in their reuse by other educators and learners. Due 
to the generally unstructured nature and overwhelming quantity of learning content, effective learning 
remains challenging. Learners are often unable to identify which material is needed, useful, and 
required at their level. Hence, open content learning design must assimilate the material from various 
sources and provide a new pedagogy that is appropriate to the needs of today’s learners (Smyth, Bossu 
& Stagg, 2015). In this paper, we present our design for an Open Content Social Learning (OCSL) 
system that leverages Open Content to deliver an adaptive and personalized experience of the learners 
and similar learners and the need to recommend learning activities in a pedagogically effective order.

The remainder of this paper is organized as follows. Section 2 provides a literature review on 
different pedagogical strategies to make open online content learning effective. Section 3 covers the 
importance of Theories of learning and Open Pedagogy in making learning effective by leveraging 
Open Education Resources (OER). In Section 4, we discuss the architecture and implementation of 
our Open Content Social Learning (OCSL) System and the design of various modules that have been 
implemented. Section 5 covers the overall testing and the results of the research. We conclude the 
paper in Section 6 along with describing future work in this area.

2. RELATED RESEARCH

Several published research work were reviewed in the field of social learning and collective 
intelligence. Behaviorism, cognitivism, and constructivism are the three broad learning theories most 
often utilized in the creation of instructional environments (Siemens, 2014). These theories, however, 
were developed in a time when learning was not impacted through technology. Over the last twenty 



International Journal of Distance Education Technologies
Volume 15 • Issue 2 • April-June 2017

64

years, technology has reorganized how we live, how we communicate, and how we learn. Learning 
theories that describe learning principles and processes should be reflective of the underlying social 
environments.

Pedagogy is the art and science of teaching. Over the last decade numerous researches have been 
carried out about different pedagogical strategies to make the online learning environment effective. 
Ideas and information are being exchanged using multiple communication modes around the clock 
from anywhere in the world. A variety of research works are in progress for an effective instructional 
delivery strategy. Phillips et al. (2010) called it as a major challenge for instructional designers and 
practitioners for implementing authentic online learning to align the critical components of authentic 
tasks with effective learning principles. The rapid increase in online courses has definitely helped 
increase its reach but there is still a debate about the educational effectiveness of an online course. Kop 
et al. (2011) recommends an enhanced Pedagogy is required for online learning to be personalized 
based on learner’s goals and style and compared with “learner like” learners (individualized and 
collaborative) as well as adaptive learning resources (organized and filtered) with the motivation 
and engagement tools. Learner’s experiences with open learning do not always contribute to 
effective learning because some traditional pedagogical strategies are still being used. Over the past 
decade, researchers have investigated different pedagogical strategies for making the online learning 
environment effective. Sathiyamurthy & Geetha (2012) state that “The effectiveness of an e-learning 
system for distance education to a large extent depends on the relevancy and presentation of learning 
content to the learner”. In a recent study, Kim & Reeves (2007) showed that the increase in online 
courses has definitely helped to reach millions of learners, but the educational effectiveness of online 
courses is a subject of debate. The goal of the adaptive presentation is to adapt the content to the 
user’s goals, knowledge, and other relevant information. The architecture for an Adaptive Hypermedia 
System adapts the content of a hypermedia page to the user’s goals, knowledge, preferences, and other 
user information for each individual user who is interacting with the system (Stern & Woolf, 2000). 
The effectiveness of integrating the pedagogies depends on high levels of interactivity among and 
between students and teachers and between students and the technologies that they use.

The World Wide Web with its current open and fragmented content is overwhelming large for any 
learner to embark upon the learning process with minimal search and absolute certainty. Valjataga et 
al. (2011) and Van Harmelen (2006) described, LMS have traditionally been mostly closed, leaving 
little room for learners to manage and maintain a learning space that facilitates their own learning 
activities as well as connections to peers and social networks across time and place. New techniques 
are being introduced, considering the World Wide Web as a LMS, for ensuring powerful learning 
experience. Nada Dabbagh and Anastasia Kitsantas (2012) discussed the idea of pedagogical approach 
for both integrating formal and informal learning using web content technologies.

Open content on the web can be found with some basic meta-data, such as the title, document 
type, and location, but additional metadata are required for the content to enable effective learning. 
Indexing, categorization and tagging methods are critical to filter the content to offer a personalized 
learning experience. Due to the massive amount and nature of the open web content, the learning 
experience process must be automated with efficient algorithms. The primary challenge of personalized 
results is presenting relevant content. An increasingly popular way to structure information is through 
the use of ontologies or graphs of concepts (Susan, Jason, Chaffee and Alexand, 2003). It is highly 
unlikely that the millions of users who have access to the Internet are so similar in their interests that 
one approach to browsing or searching, respectively, fits all needs. What is needed is a solution that 
will “personalize” the information selection and presentation for each user. Brusilovsky, Kobas & 
Nejdi (2007) suggest that students would be less likely to suffer from information overload if they 
were presented with personalized activities. Information overload is a concern due to the easy access 
to an abundance of online information sources (O’Donnell, Lawless, Sharp & Wade, 2015).

Another aspect of effective search and personalized results is consideration of the learner’s profile. 
All learners are unique; no two will achieve the same learning outcomes across a range of subject 
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areas. Clear guidance can be provided on the diverse learning needs of each student by collecting and 
continuously updating metadata that is stored for learners in user profiles. Chan (2000) describes that 
implicit profile creation based on observations of users actions has been used in more recent projects 
and describes the types of information that is available. This model considers the frequency of visits 
to a page, the amount of time spent on each page, how recently a page was visited, and whether the 
page was bookmarked. The user’s learning behavior is used to create user profiles in several systems. 
Paireekreng & Wong (2010) observe that prior knowledge of each learner’s activity and an effective 
user profile is required for personalization.

M.P. Cuéllar, M. Delgado, and M.C. Pegalajar (2011) have considered social networks to be 
a type of Learning Management System (LMS). Social Network Analysis (SNA) is conducted for 
teachers, learners, learning resources and their interactions. Vassileva, J. (2008) emphasizes that the 
two main goals of the design of social learning environments should be making them learner-centered 
and making learning more gratifying. In recent research, association rule-mining algorithms have 
been used to solve the problem of web page recommendations. A web usage log is used in adaptive 
association rule-based web mining, which attempts to personalize the results. Ujwala (2013) used the 
Apriori data-mining algorithm to generate association rules. The various recommendation approaches 
are context-aware approaches (Wang, Meng, & Zhang, 2012), semantic-based approaches (Di Noia, 
Mirizzi, Ostuni, Romito, & Zanker, 2012), cross domain-based approaches (Tang, Wu, Sun, & Su, 
2012), peer-to-peer approaches (Kim, Kim,& Cho, 2008) and cross-lingual approaches (Schmidt, 
Scholl, Rensing, & Steinmetz, 2011). A new mining approach presented by Ujwala Wanaskar (2013) 
based on the combination of weighted association rule mining and text mining shows the best 
performance improvement compared to the existing methods.

Our specific research about increasing effectiveness and engagement leveraging Open content 
identified some gaps. Literature clearly supports two key ideas for effective learning.

a.  Content personalization and relevancy.
b.  Learner engagement and motivation.

Some of the gaps are analyzed during the literature review are listed below.

1.  The open learning content volume is so high, and currently fragmented, it’s very hard for learners 
to find the right content. This work made an initiative to address this gap with the idea of “Open 
Content Discovery”. This will the increase the Content relevancy for learners.

2.  Open content resources do not follow any meta-data standards. Currently, there’s no method of 
easily searching across multiple Open Content repositories. This work is planning to address this 
gap with the idea of “Open Content Organize”. Since, the volume of content is so high automated 
classification and taxonomy is important, and that’s currently missing. This will the increase the 
Content personalization experience for learners.

3.  As we studied in the literature, learners are not able to find the relevant content. There are 
deficiencies in the current methods of assessing the learner’s engagement and efficiency. This 
research is focused on addressing the personalization of open content with the idea of “Open 
Content Personalization”. There are two proposed ideas to increase the learner engagement and 
motivation.
a.  Content recommendation based on current learner’s activity and goals.

b.Personalized content recommendation based on similar learners and peer grouping.
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3. OPEN PEDAGOGy AND THEORIES OF LEARNING

There are different variety of theories about how people learn. Fundamental theories of learning 
are still relevant to this digital age. Learning theories are conceptual frameworks describing how 
information is absorbed, processed, and retained during learning. Learning and Teaching methods 
are developed based on the learning theories.

Behaviorism is connected with behavior than with thinking, feeling, or knowing. This learning 
theory focuses on the objective and observable components of behavior. Behaviorism focuses on one 
particular view of learning: a change in external achieved through using reinforcement and repetition 
to shape behavior. Behavior theorists define learning as nothing more than the acquisition of new 
behavior based on external conditions.

Cognitive psychology is about identifying and describing mental processes that impact learning, 
thinking and behavior, and the conditions that influence those mental processes. This concept of mind 
as computer enabled several technology based ideas in learning & teaching:

1.  Intelligent Tutoring Systems: Based on learner’s responses to questions, these systems navigate 
the learner to the next lessons.

2.  Artificial Intelligence: Software programs and algorithms to represent the mental processes 
used in human learning.

3.  Adaptive Learning: Based on analysis of different kinds of cognitive activities, and required 
learning outcomes, this method of learning guides the learner through the learning process with 
the help of psychometric algorithms.

But, with this learning theory, as the learners learn new information is integrated with prior 
knowledge. This approach of learning was trying to fit human learning into the current restrictions 
of software programming.

Cognitive learning theory is deterministic, that behavior and learning are certain rules based 
and operate under predictable conditions. But, constructivists argue that learners learn based on their 
past experience and their present state. This means learning is continuous, and testing ideas through 
social contact and personal reflection. Thus knowledge is not just about content, but also values. 
The concurrence of constructivist approaches to learning and the development of the Internet has 
led to the development of a particular form of constructivist teaching, originally called computer-
mediated communication (CMC), but which has developed into what Harasim (2012) now calls 
online collaborative learning theory (OCL). In the OCL theory, the teacher plays a key role not as 
a fellow-learner, but as the link to the knowledge community, or state of the art in that discipline. 
Learning is defined as conceptual change and is key to building knowledge. Learning activity needs 
to be informed and guided by the norms of the discipline and a discourse process that emphasizes 
conceptual learning and builds knowledge.

Connectivism is a relatively new theory, focuses on relationships between individual learning, 
the contributions of individuals to knowledge and its flow, and networks of learners. Downes (2014) 
sets out some design principles for Connectivism.

• Learner autonomy, in terms of choice of content and how they choose to learn
• Openness, in terms of access to the course, content, activities and methods of assessment
• Diversity: varied content, individual perspectives and multiple tools, especially for networking 

learners and creating opportunities for dialogue and discussion
• Interactivity: ‘massive’ communication between learners and co-operative learning, resulting 

in emergent knowledge
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To achieve the desired learning outcomes, there must be some practices or style between the 
learning theories described above, and the design of learning systems. This strategy is commonly 
referred as a term Pedagogy. Open pedagogy is a set of teaching and learning practices possible in the 
context of the massive amount of open learning content. Traditional pedagogies imply the learning 
is static and content is closed and limited. Openness of content opens up limitless possibilities that 
inspire new perspectives and ideas. Learners are individuals and independent in the open learning 
process. Learners choose their own pace, their own direction, and their own connections. Learning 
design is focused less on specific outcomes or competencies than on process. It is about empowering 
learners to create real solutions to real problems.

Connectivism and open pedagogy are really the first attempt to radically re-examine the 
implications for learning of the Internet and the explosion of new communications technologies. In the 
following sections, we will discuss how the latest technologies and algorithms support, discovering, 
organizing and retrieving the massive numbers of learning content on the web.

Open pedagogy could be considered to be a blend of personalized adaptive design, algorithms 
and technologies, and networking among learners, which makes the learning process effective and 
engaging.

4. OPEN CONTENT SOCIAL LEARNING (OCSL) SySTEM

In this section, we present our design for an Open Content Social Learning (OCSL) system that 
leverages Open Content to deliver an adaptive and personalized experience accounting for the 
pedagogical needs of the learners and similar learners and the need to recommend learning activities 
in a pedagogically effective order.

Structured content is content that has been broken down and classified using meta-data while 
unstructured content lacks most meta-data. Open Content on the web is mostly unstructured, that can 
be found with just some basic metadata like title, document type and location. Adding metadata to such 
open content is required to make the content suitable for effective learning. Indexing, categorization 
and tagging methods are critical to filter the content to offer personalized learning experience. Due 
to the massive size and nature of the open web content, efficient algorithms are required to add 
meta-data automatically.

To achieve this, a three-layer architecture as shown in Figure 1 was identified for OCSL to 
improve pedagogical strategy and make the Learning effective:

Research shows that most of the Open Content learning platforms currently use standard search 
techniques by combining conventional information retrieval techniques that are based on page 
content, such as word vector space (Salton, & McGill, 1983), with link analysis techniques based on 
the hypertext structure of the Web, such as PageRank (Brin & Page, 1998) and HITS (Devi, Gupta, 
& Dixit, 2014).

Standard search techniques parse text into tokens to be indexed into an inverted index for any 
relevant information about documents (such as categories, subject or other attributes). Then the results 
are ranked to obtain an ordered list of results. The PageRank (Page, Brin, Motwani & Winograd, 
1999) value for a page u is dependent on the PageRank values for each page v that is contained in the 
set Bu (the set that contains all of the pages that link to page u), divided by the number L(v) of links 
from page v. The PageRank value for any page u can be expressed as

PR u
PR v

L vv Bu

( ) = ( )
( )∑
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The PageRank algorithm (Brin & Page, 1998) attempts to provide an objective estimate of the 
Web page importance. However, the importance of the Web pages is subjective for different users. 
The true relevancy of a page depends on the interests, goals and existing knowledge of the individual 
users; a global ranking of a Web page might not necessarily capture the importance of a page for a 
given individual user.

OCSL expands the scope of the search to generate more personalized results and greater 
learning engagement. Since the system needs to handle large volume of learning data and automate 
the categorization and indexing, it requires both offline process and online process. The modules in 
open discovery and organize module are executed in offline but are updated periodically, whereas 
the modules in open content personalization is executed online. Following are the high level OCSL 
modules.

1.  Offline Process:
a.  Content discovery and indexing using the open source projects Apache Nutch and Apache 

Solr
b.  Content clustering and classification to populate content attributes (meta-data)

2.  Online Process:
a.  Dynamic pedagogical engine that personalizes the learning experience and content ranking 

based on the learner profile attributes and content attributes
b.  Dynamic pedagogical engine that personalizes the learning experience and content ranking 

based on the learner profile attributes, content attributes and similar learner profile attributes

Each module performs its defined function and exchanges information with other modules, as 
shown in Figure 2 and Figure 3. The functions of these modules are discussed individually below.

Figure 1. Overview of the Learner-Centered Learning Experience leveraging Open Content
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4.1. Macro Algorithm: Offline Process
Step 1:  Content is consumed using web crawler, API calls and streaming social data feed from 
various OER repositories and then send to cluster engine for categorization. Apache Solr tool is used 
as a web crawler.
Step 2:  The clustering engine consumes the discovered open content and sends 20% of content to 
Natural Language Processing(NLP) API. The remaining 80% is sent to classifier which classifies 
using the Naïve Bayes classifier algorithm.
Step 3:  NLP API classifies 20% of the content.
Step 4:  Categorized open content are sent to Amazon Mechanical trunk for testing to make sure the 
content classified is accurate. If not, the feedback goes to the classification to update.
Step 5:  Naive Bayes algorithm classifies 80% of the content using the 20% of sample content 
classified by NLP API.
Step 6:  Once the content is correctly classified with attributes (meta-data), it is loaded into the 
content index.
Step 7:  The content index indexes the attributes and stores it inside the Apache Solr container. This 
content index is updated periodically.
Figure 2 below summarizes the above offline process steps.

4.2. Macro Algorithm: Online Process
Step 1:  The learner enters goals, topics, interest etc. as an input to the query formulator to deliver 
personalized open content.
Step 2:  The query formulator uses three different algorithms to search the open content from context 
index as follows:

 ◦ Content Hierarchy and Learner Attribute based Matching (CHLAM): This algorithm 
for the first time in the literature attempts to search open content utilizing the learner attribute 
(profile data) stored in profile repository and content attributes.

 ◦ Content Hierarchy and Similar Learner Attribute based Matching (CHSLAM): In 
revision to the above, this algorithm also for the first time in the literature attempts to search 

Figure 2. Offline process: Architecture and design of the OCSL system
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open content utilizing the learner attributes (profile data) stored in profile repository and 
content attributes along with similar learner activities.

 ◦ Conventional Content Search: This algorithm is devised for comparison purpose. This 
algorithm uses the Vector Space Model of Information Retrieval as described by Salton 
and McGill (1983). Here’s the logic of this algorithm: More times a query term appears 
in a document relative to the number of times the term appears in all the documents in the 
collection, the more relevant that document is to the query.

Figure 3 below summarizes the above online process steps.

4.3. Content Discovery and Index
The role of content discovery is to crawl open content from the Internet, i.e., the World Wide Web and 
social media, and to locate content to present to the user. The content discovery referred in Figure 2 
is configured to collect content from three sources: 1. Crawling OER content sites 2. Streaming API 
against social media platforms 3. API calls against learning platforms such as MERLOT (Hanley, 
2015), OER Commons, Gooru learning.

The following are some of the Open Content sources that the OCSL system ingests content from 
for the purposes of this research:

• OER Commons API
• Merlot API
• Gooru learning API
• https://www.facebook.com/openeducationeuropa 
• https://www.facebook.com/OEConsortium 
• https://www.facebook.com/pages/OER-Africa/ 
• https://twitter.com/OERCommons 
• https://api.twitter.com/1.1/search/tweets.json?q=oer 
• http://www.coursetalk.com 

Figure 3. Online process: Architecture and design of the OCSL system
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Open Source Projects Apache Nutch 2.0 and Apache Solr 3.6 have been used for the crawler and 
content indexing. Solr indexes the attributes and stores the content as a repository. This repository 
is created and updated periodically in an offline process that involves the content discovery process 
mentioned above. Figure 4 below shows the schema that is used for the content store.

4.4. Clustering and Classification Engine
Content clustering entails grouping similar uncategorized documents together based on similarity 
measures. Content classification categorizes and organizes content by combining multiple methods 
of context-sensitive analysis. Thus, the purpose of this engine is to process the content from various 
sources to properly map it to the taxonomy that we generated to support STEM (science, technology, 
engineering, and mathematics) content. Although this system is designed as a generic solution, the 
first completely implemented and tested version was with STEM content.

The clustering engine referred in Figure 2 consumes content from multiple sources (Nutch Crawler, 
Federated API search, and Streaming API for social media feeds) and performs the following steps:

1.  Alchemy’s machine learning APIs (Quercia, Askham, & Crowcroft, 2012) are used for 
categorizing the content. OCSL uses the Taxonomy API to perform classification. The Entity 
API calls fetch the desired Internet web page, normalizes it, and extracts named entities, topics, 
and other content.

Figure 4. Content Repository Schema for capturing meta-data information
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a.  http://www.alchemyapi.com/api/taxonomy_calls/urls.html 
b.  http://www.alchemyapi.com/api/entity/urls.html#rurl 

Using the Taxonomy and Entity API, content metadata is updated in the Solr content 
repository.

2.  As recommended by Wang, Kraska, Franklin, & Feng (2012), OCSL leveraged a hybrid human-
machine approach in which machines are used to perform an initial, coarse pass over all of the 
data, and people are used to verify only the most likely matching pairs. OCSL integrates with 
the Amazon Mechanical Turk API to verify the classified content.

3.  Using the Apache Mahout framework and Naive Bayes classifier algorithm (Patil & Pawar 2012), 
OCSL automatically classifies documents using a training set developed from the previous two 
steps. The training set includes documents that are already associated with a category. Using 
this set, the classifier determines, for each word, the probability that it reflects a document that 
belongs to each of the considered categories. To compute the probability that a document belongs 
to a category, the classifier multiplies together the individual probabilities of having each of 
its words in this category. The category that has the highest probability is the category that the 
document is most likely to belong to.

4.  OSCL updates the content index engine with all of the taxonomy attributes (URL, content 
category, content sub category, content type, last modified, and many more).

4.5. Dynamic Query Formulator (Pedagogical Engine)
The Dynamic Query Formulator referred in Figure 3 is the core component of the OCSL system design. 
The pedagogical engine uses a dynamic query formulator algorithm that was developed through this 
research to navigate a learner’s learning experience by analyzing his/her user interactions and prior 
learning knowledge on any given topic. The OCSL pedagogical engine also dynamically generates 
a query based on similar learners’ learning experiences.

4.6. Content Hiearchy and Learner Attribute-based Matching (CHLAM)
Content Hierarchy Learner Attribute-based Matching (CHLAM) enhances the conventional search 
experience by building a user profile to provide more personalized search results based on learning 
style, type of content, recent activity, content categories, or other interests of the users. Although 
Solr’s default similarity calculation works well on generic text, OCSL significantly improved the 
relevancy of the search results by passing along additional information to Solr. Additionally, OCSL 
passed user behavior such as past clicks or favorite lessons, OCSL passes this information along to 
Solr so that it can better understand which documents are related to each other based upon the similar 
users acted upon together. This is the core logic of CHLAM algorithm.

To build an intelligent pedagogical learning engine based on attributes, this system ensures 
that both users and documents are tagged with the same types of attributes. As an enhancement, 
we are implicitly and explicitly collecting information from learners about their learning behaviors, 
learning goals, and other criteria. Basically, the pedagogical engine is responsible for figuring out 
both the most appropriate way to construct the queries and which data to use in them to optimize the 
relevancy of the learner’s learning experience. While a conventional search engine builds a sparse 
matrix of terms that are mapped to documents in the content index, OCSL enhances the design to 
map the user’s behavior to those documents. When a conventional search engine receives documents 
with fields, it parses the content from the fields into tokens in an inverted index. Our behavior-based 
pedagogical engine matches metadata on user behavior with those tokens to filter the search results.

Figure 5 below shows the data model that was developed to build this system. The Personal 
information was implemented as a set of attributes, which store static personal characteristics about 
the learner, for example, username, password, unique ID, activities, and e-mail. The system associates 
the learner’s knowledge level with each concept of the domain model. It then continuously updates 
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the skill level of the learner, developing a map of the learner’s state of knowledge, to support the 
personalization of his/her learning experience.

The Learner Attribute-based Search enables the system to classify users and content into a 
hierarchy that goes from more general to more specific categories, but it is further possible to 
query this hierarchy and apply a stronger relevancy weight to more specific matches. The Learner 
Attribute-based Search enables the system to generate search based on the personalized attributes 
for the users. The end result is that by using query weights on terms that combine a measure of their 
probability (most likely to least likely) and their specificity (most descriptive to least descriptive), 
a fuzzy query can be constructed to match documents that match any of the criteria; at the same 
time, it boosts documents to the top of the search results that match the best combinations of those 
attributes within the hierarchy.

The query parameter also allows the system to weight the fields differently. This parameter can 
be used to make a query match in one field more significant than a query match in another field.

qf field field fieldv v
n
vn= + +…+

1
1

2
2  

where qf is the Query Fields, and v is the weight for each attribute, based on the learner’s goals and 
interests as calculated and applied dynamically. In our approach, we personalize PageRank scores 
by assigning weights to the fields based on matched goals and activities based on the learner. Each 
learner will have a personalized weight for each attribute.

Figure 5. Open content social learning system data model
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4.7. Content Hiearchy and Similar Learner Attribute-based Matching (CHSLAM)
By mapping the learning behavior of users to documents, we are effectively creating links in the 
index between documents. Klašnja-Milicevic, et al. (2011) recommended that similar users learn 
similar content, which means that documents that are mapped to similar users are likely related. To 
make use of these relationships to recommend learning items to a new user, we find other similar 
users and recommend other items. OCSL provides a mechanism to form a social network among the 
learners who have similar learning interests, preferences, and learning experiences based on the data 
collected. A learning group in OCSL is a group of learners who share common learning goals and 
mutually recommend learning content that meet those goals. OCSL uses User-based Collaborative 
filtering and Item-based Collaborative filtering to filter the learning content and recommend learning 
activities in a pedagogically effective order. Our algorithm, called CHLAM adds weight dynamically 
to the search for an effective personalized search based on the learners’ past activity. CHSLAM 
algorithm is an attempt to improve the performance of CHLAM algorithm by adjusting the weight 
based on the learner and similar learners. The similarity users are measured by all the users who have 
similar profile properties. Similar users based on activities or rating information of like-minded users 
(called neighbors) has been widely adopted. However, there is still considerable room for improving 
the quality of recommendation. Similarity functions in traditional Collaborative Filtering(CF) gives 
an equal weight to each of the activity involved by both users. For example, when a learner clicks an 
assignment vs completes a quiz both gives a same weight. The proposed algorithm gives a different 
weight based on the type of activity. In the new similarity function, the rating of a user on an item is 
weighted by the item similarity between the item and the target item. Following is how CHSLAM 
algorithm works by adjusting the weight based on the learner and similar learners.

1.  Find similar learners and group them as a peer group. Following is the algorithm to find similar 
learners.

Step 1:  Group the users with similar activities.
FROM users_activity JOIN users_activity.id = users_activity.id WHERE users_activity.

user_id = current_user AND users_activity.user_id != current_user GROUP BY 
users_activity.user_id

Step 2:  Construct data as a list of the User ID, Activity ID and count of the activities. A sample 
data would look like the following.

User ID, Activity ID, Count
9101,1001,18
9101,1002,11
9101,1003,6

Step 3:  Input this data set to calculate peer group of the learners based on the activity count and 
compare with other profile attributes like goals, last activity date, lessons etc.
2.  Identify all the most commonly used attributes across the users in the peer group.
3.  Calculate the median value for each attribute.

5. EVALUATION

To evaluate our design, we conducted a Web crawl against Open Content Resources (OCR) and 
implemented a dynamic query formulator engine. We performed an experimental study that focused 
on STEM engineering students. Our study explored the results of the following three algorithms, 
to validate the idea of effective learning by personalizing the content results. The study lasted for 
almost three months. Learners were grouped into 15 groups. These learners were focusing on learning 
STEM content. Approximately, 18,000 learning content was classified and presented to the learners. 
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Around 300 learners were grouped into 15 groups, and they used the OCSL system over the period 
of three months.

1.  Algorithm 1: Basic search using inverted index and page ranking conventional algorithm
2.  Algorithm 2: Search based on the Content Hierarchy and Learner Attribute-based Matching 

(CHLAM) of the OCSL system
3.  Algorithm 3: Search based on CHLAM and Similar Learners Attribute-based Matching 

(CHSLAM) of the OCSL system

We asked each learner to use our OCSL system after they entered their goals and profiles into 
our system. We did not provide any information about the main goal of the system. The learners 
were expected to use the platform and learn based on their choice of preferences. A results page was 
shown with the recommended content based on the three different types of algorithms mentioned 
above. Figure 6 is a screen shot of the OCSL system.

5.1. Testing Approach
Comparing search results and recommendation systems is difficult. The best way to experiment with 
different relevancy parameters is to run A/B experiments that randomly divide users into groups over 
the same time period, with each group interacting with a different algorithm. We placed 1/3 of the 
users into a control group that represents the conventional search algorithm, 1/3 of the users into 
a test group for algorithm CHLAM of OCSL, and 1/3 of the users into a test group for algorithm 
CHSLAM of OCSL. We hoped this approach would allowed us to measure each of the three groups 
independently to determine which group performed best by statistically validating the results. However, 
we found that this approach was limited in that it did not allow us to test multiple algorithms with 
the same learners.

Figure 6. OCSL System screen shot
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Beyond A/B testing, another common method for measuring the relative performance of 
algorithms involves generating test data and performing comparative analysis using the generated log 
data (Khosla, & Bhojane, 2013). To experiment with learning activities in detail, behavioral patterns 
were extracted from the log files and user activity database table.

There are two aspects of a search result set that determine the quality of the results, the precision 
and recall, as Powers and David (Powers & David, 2011) suggest. Precision is the fraction of the 
retrieved documents that are relevant. A precision of 1.0 means that every result that is returned by the 
search is relevant, but there could be other relevant documents that were not a part of the search result.

precision
relevant documents retrieved documents

retrie
=
{ }∩{ }  

vved documents { }
 

Recall is the fraction of the relevant documents that are retrieved. A recall of 1.0 means that all 
of the relevant documents were retrieved by the search, irrespective of the irrelevant documents also 
included in the result set.

recall
relevant documents retrieved documents

relevant
=
{ }∩{ }  

 ddocuments{ }
 

If all of the documents are retrieved, then the recall is perfect but the precision may not be good. 
On the other hand, if the document set contains only a single relevant document and that relevant 
document is retrieved in the search, then the precision is perfect but again the result set will not be 
good. This relationship shows a trade-off between the precision and recall, in which they are inversely 
related. Because the web has an enormous collection of documents, it makes sense to provide a few 
relevant and good hits as opposed to adding irrelevant results in the result set. The F-score is a measure 
of a test’s accuracy. It considers both the precision p and the recall r of the test to compute the score:

F
precision recall

precision recall1
2= ⋅

⋅
+

 

where F1 is the F-Score.
In this approach, we can take previously saved user behavior data from log files and test how well 

each of the candidate algorithms predicts the results that were previously acted on by the users. In the 
case of OCSL, we take the list of search results for every search or recommendation run for the user 
and plot them in aggregate on a precision versus recall graph, showing whether the algorithm made 
the correct prediction based on the user’s historical behavior. For example, the correct prediction 
might be defined in terms of which learning materials a user consumed, and thus, any query model 
that resulted in higher precision and recall for that learning content would be considered to be a 
better algorithm.

5.2. Results
This section describes the testing model and different experiments to test multiple algorithms. 
Comparing search results and content effectiveness is difficult. One way to experiment with different 
relevancy parameters is to run A/B experiments that randomly divide users into groups over the same 
time period, with each group interacting with a different algorithm. However, this research found 
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that this approach was limited in that it did not allow us to test multiple algorithms with the same 
learners. Beyond A/B testing, another common method for measuring the relative performance of 
algorithms involves generating test data and performing comparative analysis using the generated 
log. To experiment with learning activities in detail, behavioral patterns were extracted from the log 
files and user activity database table.

Efforts were taken to analyze the log files and determine the following metrics, precision, Recall 
and F-score based on learner activity for each algorithm discussed in this work and are depicted in 
Figure 7, 8 and 9. The F-Score can be interpreted as a weighted average of the precision and recall, 
where an F-Score reaches its best value at 1 and worst at 0. The F-score shows an absolute score for 
an algorithm that strives for good balance between the precision and recall.

We measured both median and mean values. Table 1 above listed all the values. Since the 
sample size is large and doesn’t include outliers, the mean value usually provides a better accuracy. 
The F-Score can be interpreted as a weighted average of the precision and recall, where an F-Score 
reaches its best value at 1 and worst at 0. The average F-Score value for conventional algorithm was 
0.0035, and for CHLAM algorithm it was 0.0191 and for CHSLAM algorithm it was 0.0202. Based 
on the tests, CHSLAM algorithm yielded better F-Score results. To obtain a subjective evaluation 
of the OCSL system, we organized a non-mandatory questionnaire that collected information on 
learners with respect to the main features of the system. More than 65% of the learners reported that 
the system recommended personalized results and was able to focus on the correct content. Based 
on the retrieved data by OCSL, learner engagement metrics were calculated during this research. 
Based on the learners’ activity and the involvement during the learning period, learners’ leveraged 
the CHSLAM algorithms engaged better. All 100% of the learners using conventional algorithm 
engaged only 25% or below. 88% of learners leveraged CHLAM algorithm engaged only 25% or 
below and remaining 12% engaged 50% or below. This is better than conventional algorithm. But 4% 

Figure 7. Precision Metric of Conventional, CHLAM &CHSLAM algorithms in OCSL
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of learners leveraged CHSLAM algorithm engaged 75% or below, and 34% learners engaged 50% 
below and 62% of learners engaged 25% or below.

This shows CHSLAM algorithm helps learner engage better than the learners who leverage 
conventional or CHLAM. Figure 10 below shows the graphincal representation of the above details.

Figure 8. Recall Metric of Conventional, CHLAM and CHSLAM algorithms in OCSL

Figure 9. F-Score Metric of Conventional, CHLAM and CHSLAM algorithms in OCSL
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6. CONCLUSION AND FUTURE STUDy

This research work started with the motivation of increasing effectiveness of open learning, We 
began with a review of the existing OER search engines and studied the literature that pertain to 
the effectiveness of Open content searches. We found that most of the existing research measured 
effectiveness is based on surveys and real-time user metrics was not considered. We designed and 
implemented an end-to-end home grown system by leveraging open source technologies and existing 
content repositories. Research hypothesis was, fragmented open content ecosystem making it harder 
for learners to find the right content. Learners spend more time finding the right content than making 
use of the content.

Table 1. Mean and median values of Precision, Recall and F-Score metrics based on Conventional, CHLAM and CHSLAM 
algorithms

Figure 10. Learner engagement comparison between conventional, CHLAM and CHSLAM algorithms
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OCSL system implemented some of the unique features during this research to validate the 
hypothesis.

1.  To effectively categorize and search the content, OCSL required to consume all content and 
meta-data part of the system. So, we implemented a system to handle federated search across 
heterogeneous systems supporting both real time and batch data load.

2.  Due to the size and nature of the open web content, automation of managing taxonomy is a key 
element to make the end-to-end process very effective. OCSL applied both supervised learning 
and unsupervised learning algorithms to categorize the content.

3.  During the content indexing process, index time boosting/ranking was applied to the content.
4.  Learners can interact with the system by inputting their goals, topics of interest etc. Implicit 

profile creation based on observations of learners’ activities has been used in the OCSL system. 
The enhanced Pedagogical Engine is designed to support recommending the learning content 
based on the learner’s goals, past activity. Query time boosts are applied based on the content 
attributes that matters the most to the current learner. We come up with a new algorithm named 
CHLAM to personalize the learning experience.

5.  To further increase the engagement of learner, as research suggested we made an attempt to 
personalize learning experience based on similar learners’ activities on the OCSL system. The 
system created peer groups based on the similar activities, and derived the content attribute 
weight to apply during the search time boosting.

6.  We engaged several groups of learners to use the OCSL system and collected data both from the 
log files as well as database. We used Precision, Recall and F-Score as well as the activities of 
the learner to measure the effectiveness and engagement.

It is validated by spending less time on searching content, and consuming relevant content, 
learning process was effective. Learners engaged more successfully based on the CHSLAM algorithm 
compared to the CHLAM and conventional algorithms.

There’s further research possible by extending the personalized mechanism and pedagogical 
aspects of OCSL to increase the engagement of learners by having the influencers and mentors 
interact with the peer group. Graph database technologies can be used to map the learners and 
mentors to manage the relationships effectively. OCSL system can be further improved by enabling 
learners with all the social networking functionality. Graph database technologies support building 
social learning graph, and then we can build models of influence based on the learners’ activities. 
Current system doesn’t expose learner’s activities to other learners. It uses only in the background 
to identify similar learners in the peer grouping concept. But the idea is that when learner sees their 
peers performing an action such as taking a lesson or answering to questions, that learner influenced 
to perform similar action. Also, when learners perform similar action, it strengthens the peer group. 
Social Learning Theory explains about people learning new ideas and develop new behaviors by 
observing other people. It is suggested to make further progress on this research by exposing the 
similar learner activities to the learners, in the social learning environment.
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